Perron’s Theorem (Contd..)
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Theorem (Perron Frobenius for cones)

Let A be an n x n real matrix, n > 1. Suppose K C R" is a
proper cone. Let AK C K. Then,

e There exists x € R" such that

x#0, xe€ K, and Ax = p(A)x.

e Furthermore, there exists y € R" such that

y#0, ye K*, Aly=p(A)y.



We prove the above theorem by assuming that A is
diagonalizable.



Given:

e Ais an n x nreal matrix.

e AK C K, where K C R" is a proper cone.
To Prove:

e p(A) is an eigenvalue of A.



¢ A real matrix may not have real eigenvalues.
e But an n x nreal matrix has n-complex eigenvalues.

Before we start the proof, we shall see the above statements in
detail.



Put
V.=R"+ iR".

If x € C" (i.e. x € V) then write

Real part(x) by x’

and
Imag. part(x) by x”.



Define

by

Show that for any vector y € C”,
Ay = Ay.
Ais a complex matrix.

Any n x n complex matrix has n-eigenvalues.

These numbers are the eigenvalues of A.



A is the given matrix.
We consider A.
Define K := K + iK.

e int(K) = int(K) + i int(K).
e Note:



eletx,yc K. Then,x+ycK.
e lf x € Kandif a > 0, then ax € K.
Let x € K and —x € K. Then, x = 0.

This means that K is closed, convex and pointed.



Claim: A2x = A2X' + iAPx".
AA(x) = A(A(X + iAX").

Let y := Ax" + iAX".

Then, y' = Ax’ and y” = Ax".
Ay = Ay + iAy".

Ay’ = A2x" and Ay” = A%x".
So, A%2x = A2x' + iA2x".



For any positive integer r, we have
Ax=AX +iAX"
Now

A'(K) = AK + iA"(K)
C K+ iK

=K.



A is diagonalizable.
This means that there exists a basis for C", say, {x', x2,...,x"}

such that 5
A(x") = MxT,

A(x?) = \ox?

A(x") = Apx".



To this end, we have the following:

e A:C"— C"is alinear map.

e K is a proper cone in V.

e AKC K, RKCK ABKCK,...

e There exists A\, A2, ..., A\p € C and a basis {x',...,x"} for C"
such that

Ax' = \x.



We now claim the following:
Lemma y
There exists y € int(K) such that
y=aix" +ax® + -+ apx”,
where «j # 0 for all i.
Proof:
int(K) # 0.
Let v € int(K).
v must be a linear combination of x', ..., x".
Let 31,52, ...,Bn € C be such that

v=081x"+ Box®+ ...+ Bpx".



If the lemma is not true, then some 3; = 0.
WLOG, let 51,82, ..., 8k = 0.
So,

V=Bt XM 4 Bax
Let w:=x'+--- 4+ xk.
veint(K) = v+ ew € int(K) for some € > 0.
Put x = v + ew.

Now, x € int(K) is the desired vector.

Proof of the lemma is complete.



First we shall see how to complete the proof of the main
theorem in the simplest possible case.

Suppose the eigenvalues ); satisfy the following property:

M| =p, [M[>[N] Vi

Recall: ' ‘
Ax' = \ix'.

So,forallr=1,2,...,



Let y € int(K) be such that
}/:()41X1 +042X2—|-.--+04nxna

where each «; # 0.
We know that such a vector exists (Why?).

Compute A'y.



Now compute the limit of the sequence:
~ y 0o
{Ar(?)}r:1

Consider the sequences
)\' o0
{(7)/ ) 32

These sequences are bounded.
Can we say that these sequences are convergent? (Why?)



To proceed further, we need the following theorem

Theorem (Bolzano Weirstrass)

Let {x™} be a bounded sequence in R" or C". Then, some
subsequence of {x™} is convergent.

Example
Consider the sequence {(i",1)}.

Then find a subsequence that is convergent.



WLOG, we can assume that

are convergent sequences.
If i > 2, then these sequences converge to 0.
Let

r

— lim 21
0= r||—>nc;lo p”.
It is easy to see that
im (L) = ayox’.

r—oo p



By
p" =1
vVr =
4]
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o
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0
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Put u = a10x".

Now we know that

Claim: u € K.

We have

and

u#0.



So,

e U= ay0x" is a limit point of K.

So, u is an element of K.



A(u) = A\u.

(Proof: A(u) = A(a10x") = a16A(X") = a1d x! = \u )
Suppose A1 is a-+ ib. where b £ 0 or Ay <0.

Then there exist vg,71, ..., > 0 such that

%0+ + 7205 4+ pAT = 0.



So,
YoU + MU+ 32X2u + ...+ U = 0.
o Alu= \u.
Also, u € K.
So, Al(u) € K.
Each ~; > 0.
Equation (3) is the following:

YoU +11AU+ AU+ ...y pAu=0.
Note: _ . . . -
vwueK, nAue K, ...,pAuekK



Thus, u = 0.

This is a contradiction since u is non-zero.
So, Ay > 0.

Thus, A\ = p.

Now Au = pu.

We claim that Ax = px for some 0 # x € K.



To this end, ; y
Au=pu, 0#uecK.
u=u +iu".

Now v € Kand u” € K.

A(u) = A(U') + iA(U")
=AW +iu") (4)
= p(u' +iu").
Equating real and imaginary parts,

"

AU = pu' and Au” = p(u").

Both ¢/ and u” cannot be zero simultaneously.

The proof is complete.



Now consider the general case:
A is diagonalizable
Eigenvalues of A are:

Ml = el == (Ml > ] = [p2| = - sl

Recall: A: V — V is defined by

A(x + iy) = Ax + iAy.



Let AxX' = \x' foralli=1:k
Let Av = yviforalli=1:s.
CLAIM: There exists a non—}rivial linear combination of
x',x2,..., x¥ belonging to K.



Let y € K be such that
_ 1 k 1 s
Y=a1X +...+ax" + v +...+ BsV,

where each «; # 0.
Apply A" on both the sides.
Divide by p.



lim AT(L) = 61aqx! + 62X + ...+ ardex”.

r—oo pf

Here each |§;| = 1.
RHS +# 0.
K is closed in V.



c K vr.

bﬁ‘g

<

= Z\r(?) c K vr.

= U:= <51041X1 +52X2 + ...+Oék5kxk

is a limit point of K.



We now have the following claim:

CLAIM:
Suppose \; = a+ ib, where b # 0. Then,

span{x', x2, ... . x71 x*1 . x"™ N K+ {0}.

Proof of the claim



WLOG, Aj = Ag.
Then there exist ¢y, €1, C2, ..., ¢ > 0 such that
Co—|—C1)\k+Cg)\l2(—|-...+Cp)\i:0.

U:51Q1X1 +52X2+...—|-Ozk(5kxk € k

Define Bi == «ajdj.



Then,
U= B1x" + Box?+ ...+ Brxk.

Now consider the vector
X = Br(cox® + e\ + coX2xK + L+ e\ X¥)(This is 0)

+
,6)1(0()X1 + C1)\1X‘l + CQX12X1 + ...+ CpX?X1)

+

_l’_

Br_1 (C()in1 + C1)\1Xk71 + Cg)\ka;l +...+ Cp)\q)Xk71 )



Note:

X is a linear combination of x', x2, ... xk1.

We will now prove that

excK.

To do this

e We compute the coefficients cy, ci, . . ., ¢, of X explicitly.



The coefficient of ¢g in x:

k .
> Bix!
i=1

which is u.

The coefficient of ¢y in Xx:

k .
> XX’
i=1

But Ax' = \;x'.



So,

Co-efficient of ¢, in X:

This is A%u.



To sum up: 5 y
X = CoU+ C1AU+ ...+ CpAPu.

ue K
and so, 3 y
A'(u) e K vr
All ¢; > 0.
So, xc K.

Also, note that x is not zero. (Why?)



We already know the following:

e X is a linear combination of x', ..., xk=1.

To summarize:
If \¢ is not positive, then we can find a vector x satisfying the
following properties:
1. X is a linear combination of x',..., x
2. xeK.
3. x #0.

k—1



Suppose all of the following are not positive:

A2, Az, ., Ak

Apply the previous argument and conclude that
x'eK.

If Ay is not positive, then there exist vg,74, . ..,7p > 0 such that

Y0 + 1A +72/\$+---+7p)‘?:0~



0x" 3 dx! + X" 4 pATXT = 0.

This equation is same as:

Yox + 1 AT + A% AT = 0.

yox' € K ,yAX € K.
So, x' = 0 which is not possible.

So, Ax! = px1.



Some of the following are positive and non-positive:
My Ao, ., Ak
WLOG, let A1, ..., \m be positive and the remaining be
non-positive.
We can find a vector x such that

1. X is a linear combination of x', ... x™.

2. xeK.

3. x #0.

In this case,



Let
X = r]1X1 —|—172X2 —|—...—|—nmxm.

AX = mAX" + 1 AX% 4+ .+ npmAX.
AX = i x! X 4 g Amx™

= p(mx" +n2x®+ .+ gmx™)
— )X,



To this end, we have shown that
Au = pu for some 0 # uin K.

Now .
A(u) = Al + iAU”

= pu (7)
= p(U + iu").

AU = pu and AU = pu".

U e Kand u” € K.
Both of them cannot be zero.
This proves the theorem.



Note that we have proved the following lemma:

Lemma (%)
Suppose Aisnx n. Letx,...,xk e C" be eigenvectors in K.
Let o .

Ax' = \ix" (i=1:k).
Then at least one \; > 0. If some ) is complex or negative real
number, then there exists v € K such that v is a linear

combination of x', x2, ..., xI=1 x/t1 .. xk.



Definition
Let K C R" be a proper cone. We say that A is K-positive if

x e K\ {0} = Axeint(K).

Theorem
Suppose A is K-positive. Then the following items hold:

1.
Ax=Xx, 0#xec K = xcint(K).

2. IfAx =X\x, and Ay = \oy and x,y € K, then x = ay for
some a.



Proof:

Let Ax = Ax where x € 9K. Then y*Ax = 0 for some
0+#yeK.

However this contradicts that Ax € int(K).

This proves 1.



To prove 2, we proceed as follows:
By 1, x, y € int(K).

But this will imply that A has a eigenvector in the boundary of
the cone K.

Again apply 1 and get a contradiction.



